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Abstract

Chronic kidney disease (CKD) has become a 

widespread disease nowadays. It is associated 

with several serious risks including cardiovascular 

disease, increased risk, and end-stage renal 

disease and may be preventable through early 

detection and treatment of those at risk for this 

disease. Learning algorithms are an important aid 

to medical professionals in accurately diagnosing 

disease in its early stages. More recently, big data 

platforms have been integrated with machine 

learning algorithms to add value to healthcare. 

Therefore, in this paper we propose a hybrid 

machine learning approach that includes a feature 

selection method and a machine learning 

classification algorithm based on a big data 

platform that has been used for chronic kidney 

disease (CKD) detection. 

 

INTRODUCTION 

The present, especially the last 20 years, can be 

called the era of big data, where digital data is 

becoming more and more important in various 

fields such as science, medicine, technology, and 

society. A huge amount of data is generated and 

generated by multiple sensor networks and mobile 

applications in almost every field, especially in 

healthcare, and this huge amount of data is called 

big data. The multitude of data sources such as 

streaming machines, high-end output devices, 

visualization and knowledge extraction of these 

vast and diverse data types presents a significant 

challenge when state-of-the-art technology and 

tools are underutilized. One of the major technical 

challenges in big data analytics is finding suitable 

methods to effectively retrieve useful and relevant 

information for different categories of users. 

Various forms and types of data sources in 

healthcare are currently being collected in both 

clinical and non-clinical settings. There, the most 

important data in health analysis is a digital copy 

of the patient's medical history. As such, the 

process of designing and building distributed data 

systems to process big data poses three main 

challenges. The first challenge is that the data is 

diverse and massive, making it difficult to collect 

data from distributed locations. The second 

challenge is that big data systems require storage 

with guaranteed performance, so storage becomes 

a major issue for large heterogeneous datasets. A 

third challenge, more closely related to big data 

analytics, especially mining large datasets in real 

time, involves visualization, prediction, and 

optimization. 

 

LITERATURE REVIEW 

Many authors have used various ML techniques 

for diagnosis and prediction of chronic kidney 

disease. They compared the proposed model with 
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six ML algorithms: LR, RF, SVM, KNN, Naive 

Bayes, and Feedforward Neural Network (FNN). 

Their proposed model recorded the highest 

accuracy of 99.83%. NB, K-Star, SVM, and J48 

classifiers were used to predict CKD. 

Performance comparisons were performed using 

WEKA software. The J48 algorithm outperformed 

the other algorithms with 99% accuracy. Some 

authors used ML algorithms and feature selection 

methods to predict CKD. [22] used the feature 

selection method of recursive feature elimination 

(RFE) to select essential features from the chronic 

kidney disease (CKD) dataset. Four classification 

algorithms (SVM, KNN, DT, and RF) were 

applied to both complete and selected features. 

Results showed that RF outperformed all other 

algorithms. In [20], the authors used chi-square, 

CFS, and lasso feature selection to select 

significant features from the database. They 

applied ANN, C5.0, LR, LSVM, KNN, and RF to 

both full and selected features. 

The results showed that the full-featured LSVM 

recorded the highest accuracy at 98.86%. Used 

five feature selection methods: random forest 

feature selection (RF-FS), forward selection (FS), 

forward depletion selection(FES), backward 

selection (BS), and backward depletion (BE) the 

most important features from the database. We 

used four ML algorithms, RF, SVM, NB, and LR, 

to predict CKD. Results showed that RF with 

random forest function selection performed best 

with 98.8% accuracy. [26] used a genetic search 

algorithm to select the most significant traits from 

the CNI dataset. Decision tables, J48, multilayer 

perceptron (MLP), and NB were applied to both 

full and selected features. Using the genetic search 

algorithm improved performance. The MLP 

classifier performed the best and outperformed the 

other classifiers using correlation-based feature 

selection (CFS) to select the number of significant 

features. Detected CKD using AdaBoost, KNN, 

NB, and SVM. The proposed CFS with AdaBoost 

achieved the best performance with 98.1% 

accuracy. In [25], the author predicted his CKD 

using two ensemble methods, namely the bagging 

method and the random subspace method, and he 

used three basic learners, ANN, NB, and DT. 

 

RESEARCH METHODOLOGY 

The proposed chronic kidney disease prediction 

system consists of two main approaches. The first 

approach uses feature selection methods to select 

important features from the chronic kidney 

disease dataset. The second approach applies ML 

techniques (LR, RF, SVM) to selected and 

complete features to predict CKD. The proposed 

system consists of six steps. In the first step (data 

collection) his CKD dataset from the UCI 

machine learning repository is used. The second 

step, the data pre-processing step, handles null 

values. The third step is to select important 

features using feature methods. In the fourth step, 

grid search with stratified cross-validation is used 

to optimize the ML parameters and ensemble 

learning method. Each step is in detail in the 

following subsections. 

3.1. Data collection. The Chronic Kidney Disease 

(CKD) dataset used in this study was provided by 

the UCI Machine Learning Repository. The CKD 

data set contains 400 specimens, 24 traits, and 1 

class designation. The dataset contains 400 

samples. The class label has two values: ckd 

(example with CKD) and notckd (example 

without CKD). 

3.2.Data pre-processing. The dataset contained 

outliers and noise. So it should be cleaned and 

cleaned in the pre-treatment stage. In the pre-

processing phase, we estimated missing values 

and removed noise such as outliers, normalization, 

and imbalanced data checks. This is because 

certain measurements may be lost when 

examining patients, resulting in missing values. 

The dataset has 158 closed cases and the 

remaining occurrences have missing values. 

Ignoring datasets is the easiest way to handle 

missing values, but this strategy is ineffective for 

small datasets. Another approach is to apply an 

algorithm to extrapolate missing data instead of 

deleting records. Missing values in nominal 

properties were filled by mode. Missing values in 

numerical characteristics were imputed with the 

mean. 
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RESULTS  

This section describes the results of applying chi-

square and Bump F to a  dataset to select the most 

important features. We also describe cross 

validation performance and test results applying 

ML algorithms SVM, LR, NB, RF, DT and GBT 

classifiers to full and selected features. It also 

shows the optimal parameter valves for each ML 

algorithm optimised by Grid Search. Two features 

selection methods were used. The CKD dataset 

was split into an 80% training set and a 20% 

testing set. Cross-validation results were 

registered in the training set and test results were 

registered in the test set. ML algorithms and 

function selection methods were implemented 

using PySpark. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Showing the implementation of the 

proposed model. 

 

 

Fig 2: showing the output result of the 

diagnosis. 

 

CONCLUSION 

In this post, we used a hybrid ML technique that 

integrates a feature selection technique based on a 

big data platform and a classification ML 

algorithm to predict CKD. Feature selection 

techniques were used to select significant features 

from the dataset. ML algorithms LR, NB, RF, 

SVM and GBT classifiers ensembles as learning 

algorithms were applied to the benchmark chronic 

kidney disease dataset. Moreover, they are applied 

to all features and selected features. Grid search 

with cross-validation was used to optimize the 

parameters of ML. Moreover, we applied four 

evaluation methods: accuracy, precision, recall, 

and F1 measures to validate the results and then 

register the cross-validation results and test data. 

Results showed that SVM, DT, and GBT 

classifiers performed best on the selected features. 

Overall, the performance of selection is better 

than that achieved by other feature selection. 
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